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F7#+IEb BETNIEFIATAE
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gn,r—‘—‘Att”bute ult. ult. resources_max. resources_max. resource_simax. resources_max. max_run=
BE B mem ncpus mem walltime ngpus [u:PBS_GENERIC="?]
NS AV 2= T4 7E—FICLVEE/ —Ficns (>4
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mjobs (Defult .0, cpunode02-20 1 Core 4GB 4 Core 64GB 28 0 64 E1 13 JEIET 5 C & TRAACore/6AGBER TR TE X T,
1) sub -q mjobs <JobX 7 U 7k > Jobz & U 7 TR
#PBS -l ncpus=4:mem=16gb
mpi ErE/ — F cpunode02-20 10Core 32GB 1024Core &=L 7H 0 10 gsub -g mpi <JobZx 7 U 7 k> MP| %55 JobRITAD/=HDF 2 — T,
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. SLENRVWEITREZEE L. REROY Y —XF 21—
long S8/ — K |epunode02-20 | 1Core 8GB 1Core 16GB 7\ 0 32 dsub -q long <Job= 7 7 h > <7,
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lspu GPU/ — F gpunode 2Core 16GB 32Core 512GB 148 2 10 gsub -q gpu <JobZX 7 U 7 > o
JobR & U 7+ ToERAH
#PBS -I ncpus=8:mem=64gbh:ngpus=2
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®qloginLT=ETHOOITDEFTOLEA
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gsub —q <Fa1—> | KL EX)Y—RIBTE> PaTRY)Thk
XGPUZERTSU3aTDEE

gsub —q gpu -I ngpus=1 (HBWLK2) aTRHYTk
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¢ gloginTEARAI(Zgpunodel ZA Y,
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CDRET, Fa1—%ETFEE T asubTETT 5L,

mjobsIZIRASINFET,

[test@login ~]$ glogin
gsub: waiting for job 1368.login to start
gsub: job 1368.login ready

[test@cpunode0l ~]$ exit
logout

gsub: job 1368.login completed
### Wed Apr 9 09:33:11 JST 2025 : glogin exit ###

[test@login ~]$ glogin gpunode
gsub: waiting for job 1367.login to start
gsub: job 1367.login ready

[test@gpunode ~]$ module avail
--------- /usr/local/package/modulefiles/env --------
intelOneAPI/2025.0(default)

<PUFBg >



OpenMPI/gccz{E271=JobZE 1T

(1) OpenMPl-gcc8.5.0/4.1 8DIBIEL T
$ module load OpenMPI-gcc8.5.0/4.1.8

2 FOaY5LOaAviINAIL
Bl BEEF AR FT—2
SHESHERL 128151 (8x4x4=128)
$ ./paramset.sh L 8 4 4

a2 NA )L
$ mpif77 himenoBMTxpr.f —03 —o 128Lo4
® got?x?')l_jotoﬂ’ﬁﬁ‘i mpi-L. sh
vi mpi—L.s ‘
D JobDEFT #!/bin/sh
$° bgéﬂ:—L h #PBS -1 select=2:ncpus=64:mpiprocs=64
qsu H_rlnp_l .S i #PBS -1 place=scatter
5 JobMDEATHERDHERR #PBS —q mpi <~ mpiF1—IEE

module load OpenMPI-gcc8.5.0/4.1.8

$ gstat (BHORFLTLBIDb—E) NCPU="wc -1 < $PBS_NODEFILE®

Job id Name User Time Use S Queue
_ cd $PBS_O_WORKDIR
1427. login STDIN test? 00:00:00 R intr mpiexec —hp $NCPU -machinefile $PBS_NODEFILE ./128Lo4
1428. login STDIN washio 00:00:00 R gpu
1429. login mpi-L. sh test3 0 R mpi
$ls

mpi-L.sh.e1429 mpi-L. sh. 01429



©) JobMEAITIR R DFEFR
$ tracejob 1429
Job: 1429.login

04/22/2025 16:30:42 L Considering job to run
04/22/2025 16:30:42 S enqueuing into mpi, state Q hop 1
04/22/2025 16:30:42 S Job Queued at request of test3@login, owner = test3@login, job name = mpi-L.sh, queue = mpi

04/22/2025 16:30:42 S Job Run at request of Scheduler@login on exec_vnode (cpunode02:ncpus=64)+(cpunode03:ncpus=64)
04/22/2025 16:30:42 L Job run

04/22/2025 16:30:56 S Obit received momhop:1 serverhop:1 state:R substate:42
04/22/2025 16:30:58 S Exit_status=0 resources_used.cpupercent=9081 resources_used.cput=00:22:14

resources_used.mem=7221040kb resources_used.ncpus=128 resources_used.vmem=509733552kb
resources_used.walltime=00:00:13




Intel MPI1@) FI| FE

O RBIT#ER
S module load intelOneAP1/2025.0

Loading intelOneAP1/2025.0
Loading requirement: tbb/2022.0 advisor/2025.0 compiler-rt/latest umf/0.9.1 compiler/2025.0.4 compiler-rt/2025.0.4

compiler-intel-llvm/2025.0.4 debugger/2025.0.0 dev-utilities/2025.0.0 dpct/2025.0.0 intel_ippcp_intel64/2025.0
mkl/2025.0 vtune/2025.0 mpi/2021.14 ccl/2021.14.0

o aviNq L

$ ./paramset.sh XL 84 4 & INGA—RA—DEETE

S mpiifx -03 himenoBMTxpr.f-o0 128XLi <« a>/3A)L

¢ 2adRYYTEOER moi-Lsh

S vi mpi-L.sh HUT I IT7AIVERE P
#1/bin/sh

#PBS -1 select=2:ncpus=64:mpiprocs=64

#PBS -1 place=scatter

#PBS —q mpi — [FHRTH X 1—DIEE
module load intelOneAPI/2025.0

NCPU="wc -| < $PBS_NODEFILE"

cd $PBS_O_WORKDIR

mpiexec —hp $NCPU -machinefile $PBS_NODEFILE . /128XLi




Intel MPI1@) FI| FE

¢ VDAL ITHER
$ qsub mpi-L.sh  <-3TDEFT

S gstat -n
login:
Req'd Req'd Elap
Job ID Username Queue Jobname SessID NDS TSK Memory Time S Time
1442.login washio intr  STDIN 18743* 1 1 4gb 06:00 R 00:47
cpunode01/0
1446.login washio intr STDIN 18747* 1 1 4gb 06:00 R 00:40
cpunodeO1/1

1452.login test3 mpi mpi-L.sh 18696* 2 128 32gb 168:0 R 00:00
cpunode02/0*64+cpunode03/0*64

S tracejob 1452
Job: 1452.login

04/22/2025 17:49:40
04/22/2025 17:49:41
04/22/2025 17:49:41
04/22/2025 17:49:41
04/22/2025 17:49:41
04/22/2025 17:50:42 Obit received momhop:1 serverhop:1 state:R substate:42
04/22/2025 17:50:44 Exit_status=0 resources_used.cpupercent=5577 resources_used.cput=01:02:08
resources_used.mem=18868292kb resources_used.ncpus=128 resources_used.vmem=1276340456kb
resources_used.walltime=00:01:00

enqueuing into mpi, state Q hop 1

Considering job to run

Job Queued at request of test3@login, owner = test3@login, job name = mpi-L.sh, queue = mpi

Job Run at request of Scheduler@login on exec_vnode (cpunode02:ncpus=64)+(cpunode03:ncpus=64)
Job run

nunrnnron



GPUMDF| A : glogina~< > KD FI| FE

, L oy — [test3@login “1$ qlogin -l host=gpunode
qloginAVY > 24T T gpunode [TA% asub: waiting for job 1441. login to start
— Efﬁliexit gsub: job 1441. login ready

[test3@gpunode ~1$ exit
Logout

gsub: job 1441. login completed
#ittt Tue Apr 22 17:01:18 JST 2025 : glogin exit ##t

GPUZFIAHT AIZIZ ngpus'C“1§FHGPU§ﬂ€' [test3@login “1$ dlogin -l host=gpunode
*EEELT(T::;L\ qsubf v_vaiting for job 1443. login to start

XA HI—S5D7 4T (HEER) E— Rop ey Jon T4 Tosin rescy

[test3@ gpunode ~1$ qsub -1 —q gpu —| ngpus=1

/GPU*'JFH O)E%}ﬁ \ [test3@gpunode ~1$ nvidia—smi —L
AL RTF LTIEGPUIEgpunodel 2 S B Eh TLVET GPU 0: NVIDIA H100 NVL (UUID: GPU-d6743c7e-6bcc-c53f-c61c-2cfdeadbd9ee)

OpenPBSTGPUZFIAT HIZIE )Y—RTIC
ngpus=1 $ B & ngpus=2 ZBAEE T HDLELHYET .

BRAEDEHRISHMAIZGPUZERIATES A HYET HY.

‘/37\(’(/9777'4’7\‘/37‘§E¢7)( FU2BMAFIAEE SN
HBRODITIEETHELERYET, gloginTgpunodel2A4

vﬁéh&ra&mwﬂo J




GPUDFIA: 37 R TRDH

[test3@login deviceQueryl$ gsub gpu_run. sh

044> /—KTgpunodeZE AT HaTDEITH 1447 login

[test3@login deviceQuery]$ gstat

- r — Job id Name User Time Use S Queue
GPU%{E')'-U:*:L_ gpuJ’&]:EIJ:Ein-d_o 1442. login STDIN washio 00:00:02 R intr
1446. login STDIN washio 00:00:03 R intr

GpU%*”}Eﬁj’é(:(i nngS-C‘:1§FH *ﬂ%?ﬁfﬁ Laz-d—o 1447. login gpu_run. sh test3 0 R gpu

$ cat gpu_run. sh. 01447
GPU 0: NVIDIA H100 NVL (UUID: GPU-d6743c7e-6bcc—c53f-c61c—-2cfdea86d9ee)

‘/373(7')7 I*(ZJZU_FODJEUO ./deviceQuery Starting. ..

gpu_run.sh CUDA Device Query (Runtime API) version (CUDART static |inking)

#1/bin/bash Detected 1 CUDA Capable device(s)

# Device 0: “NVIDIA H100 NVL”

#PBS -l select=1:ncpus=16:ngpus=1 CUDA Driver Version / Runtime Version 12.8 / 12.5

#PBS -q gpu <-gpuF1—IE%E CUDA Capability Major/Minor version number: 9.0

# Total amount of global memory: 95330 MBytes (99961274368

export LANG=C bytes) _

NCPU="wc -| < $PBS_NODEFILE" (132) Multlprocessgrs, (128) CUDA Cores/MP: 16896 CUDA Cores

cd $PBS O WORKDIR GPU Max Clock rate: 1785 MHz (1.78 GHz)
- = Memory Clock rate: 2619 Mhz

module load CUDA/12.5 Memory Bus Width: 6144-bit

nvidia-smi -L L2 Cache Size: 62914560 bytes

JdeviceQuery L e
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%b%%i’%_ﬂ*ﬂ'*( MOA—HFENZABLYAMIRY, BEICT 377 GEETIA—FTHIE
WS

| ARTASAOBMARREESBILES, |

run.sh (Intel oneAPID A2 A—S5ZFF > O0—KF 541)

#!/bin/bash

#PBS -q copy

#PBS -l select=1:ncpus=1

#

export LANG=C

#

wget https://registrationcenter-download.intel.com/akdim/IRC_NAS/b7f71cf2-8157-
4393-abae-8cea815509f7/intel-oneapi-hpc-toolkit-2025.0.1.47 _offline.sh
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JoblX# 1T T,
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Job[FERSNI=RITHREIZEDETHRER THDHH,
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2% 37 DETHEZE (gstatDA T 3y)

BTLIzlobDEHRBLRTLET,

23T (CEDYTENERA NI MBRRLET

A—HDTRTDIobIIHT HIFHMERTLET e
%*éhf:%%U%bE*éhtﬁiﬂﬂ%ﬁsﬁ~ JobDIRFE DR BFE R EMARTINFE

AATaVERILITA—TYRTT A, EITHDIobDHAERTLET,
7L AlobDHYTlobbRRLET .
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GUIZ 1) —iar biR—RERiE Jupyter Lab

GUINIL BT T r—av ., sshDR—MRE(C&K>T,. CHBADIHRICEEE R -RAIEETYT .
ERRICT IV —2a3 273 5DIX NI DETE/—FTIDOT. AT 1> /—FREFHLT.

2EDNIENVELLTYET, ~
GPUE &, /—F TMDJupyter LabEITDHIZRLET !! 54w /—F
10.3.30.101 - ———
an_—iﬁﬁ,;)E wr—p IR
1 FHOEAERATORE i%;m/
* Tera term/Rlogin& & DsshF—IFILY IR R—MEEEZEHRELE T, ko
A4 4> /—K(10.3.30.101) #8525 E
R—b AT —TAVTEERTE RLC/—FCEHBO 11— JupyterLabZ E AT 2154
O—AJ)L  localhost 88887K— BEHELLZVWESUIDZFIALI-AR— B SZE 2T FERAL TS0,

S—4yk 192.168.20.31 500017R— R—FEE DR — :UID 440000

{5 UID : 10001 — 50001

© MacOSHE DA —ZF )L CsshiEH DB E L. sshiFEHRIZEICR— I+ T —T 4R TEZTLVET,
$ ssh —-L 8888:192.168.20.31:50001 test@10.3.30.101

20




GUIZ 7 r—ia> ih—MERiE Jupyter Lab

MMS-SURUGAfEI TDEE

D) g A2/ —K ~sshiEft

2) glogin®&1T

3 GPUEE/—FD')V—RER#F (gpunode:192.168.20.31)

$ asub -1 -q gou (or asub ~I g gpu ngpus=1)
4) PythonIRiEMload (£Python/\— 3> [ZJupyterLabldE A SN TULVET)

5) Jupyter Lab MD#EE) K1A1—H(F. WVT D/ —FT1REFOZFAIZHREINET,
$ juyter—lab

6 A—HIHEERDWebTSHHFTTIER
http://localhost:8888/

[ BMIERER 1A M EBRESD, |




GUIZ U4 — a2 EX11853% GrADS

X OBENBELZGUIZT T —a 0 (E, sshTXEREEHFAIL TERL TS,
qlogina YV TRITSNSH0penBPSD A F5)T 47 E—FTIE, X11DDISPLAYREF D E &
B TIDHONFT ~ ) \ . \

KR ITV T =23 ERTI 2D RFFANIDEFHE/—FTIDT. AT AV /—FEEHLT,
2EDImENVEEFTYET,

The Grid Analysis and Display System (GrADS)D) ZE {75 % | ™
UTIZRLET, g! —
, P S———
— g4y /—Fk
. . _ :L—"fﬂﬁ"ﬁ* 10.3.30.101 e
N1 —YHROERAEKREITOHRE (=) WED e ¢
. . (E17/—F)
1) X WindowH—/N(TZ2L—32)YITRDA R E—)L )

Windows/MacD1—HimAKT(E., FEEDXmigt>XQuartzZ
BIEDExceed, ASTEC-X, Reflection Desktop for X1 EDR R

A2 ABR=ILLULTLZELN,
(2) Tera term/RloginZi & MsshF—ZF LY IR IX I EREFHRTELET .

22




GUIZ ) r— a3 EX11ER1%E GrADS

MS-SURUGAfAI T D /E
05 14> /—k ~sshiE#i
qloginZE{TL. NAFTE/—F (XIXGPU/—F) 2B H)
GrADSIRIE Dload
$ module load GrADS

GrADSD#2 &)
$ grads

A—HiIEERDOE®ELIZGrADSD AU RO MRRRENTET,

[ BHMEAER S 2 A M EBRESL, | cora gmu.cdu (95> Il
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